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ABSTRACT

The recent surge in the use of mobile devices have opened up
new avenues for communication. While most existing appli-
cations designed to exploit this potential are infrastructure
based, there is a growing trend to leverage physical prox-
imity between end-users to enable direct peer-to-peer com-
munication. However, the success of these applications relies
on the ability to efficiently detect contact opportunities, De-
vices that participate in such opportunistic communication
often come equipped with multiple radios. For an individual
node, performing neighbor discovery can be too expensive
with a high-power, long-range radio (e.g., Wi-Fi). On the
other hand, relying only on a low-power, short-range radio
for detecting neighbors results in significantly fewer avail-
able contacts. To mitigate this problem, we have developed
CQuest, a novel scheme for more efficient long-range neigh-
bor discovery that leverages the clustering of nodes as well
as the radio heterogeneity of mobile devices. The basic idea
is that coordination over a low-power, short-range radio can
help clustered nodes distribute the load of high-power, long-
range scanning. We present results from extensive simula-
tion that shows CQuest discovers significantly more contacts
than a low-power only scheme but without incurring the high
energy cost usually associated with long-range discovery. We
also present results and experience from a successful imple-
mentation of the protocol on a testbed of Android G1/G2
phones that shows the feasibility of the protocol in a real
network.

1. INTRODUCTION

The recent explosion in person mobile communication de-
vices (e.g., smartphones, PDAs, tablets, ebook readers, etc.)
has not only enabled users to remain connected nearly all of
the time but also presents new mobile peer-to—peer commu-
nication opportunities. Although infrastructure-based com-
munication satisfies many of the user’s needs, it is not suf-
ficient in some scenarios and over kill in others. On one
side, some devices only have Wi-Fi. In the absence of Wi-Fi
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access points, these devices become incapable of any commu-
nication even if they are in close proximity to other devices.
On the other side, if peer-to-peer communication can satisfy
the user’s communication requirements, it can eliminate the
need to use limited and/or expensive data plans. For exam-
ple, if such an opportunistic network based on mobile peers
can establish a minimum level of connectivity and commu-
nication, it can support applications like proximity-based
social networking [6, 16].

While it is easy to imagine two people’s phones exchang-
ing local weather or cooperating in a local game, the first
step to establishing such device-to-device communication
is discovery of contact opportunities to enable these ex-
changes. Given the unpredictable and unplanned mobil-
ity of nodes in real-life networks, discovery needs to be a
continuous process. Unfortunately, searching for neighbors
using a high-power (HP) radio like Wi-Fi is extremely ex-
pensive energy-wise, as previous experiments have shown
(e.g., Mobiclique [11]). As a result of this expense, most
distributed mobile social networking applications limit their
discovery to the use of a low-power (LP) radio like Bluetooth
(e.g.,Mobiclique [11], PeopleNet [9]), significantly reducing
energy costs. However, this reduction comes at the cost of
a significant reduction in the discovery of neighbors, and so
contact opportunities, due to the lower range of LP radios.
The ultimate result of dismissing the use of the HP radio is
degraded application performance and unsatisfied users.

Where current approaches dismiss the use of the HP ra-
dio, we present CQuest, a neighbor discovery protocol that
embraces the use of the HP radio during neighbor discovery
without incurring the high overhead. To reduce energy costs,
the design of CQuest leverages the natural phenomenon of
clustering in social networks, in which nodes often gather
around different locations like classrooms, coffee-shops, bus
stops, etc. While a LP short-range radio is sufficient for
the nodes inside such a cluster to discover each other and
form small communication groups [15], nearby neighbors
only reachable via the long-range HP radio remain undis-
covered. To reach these neighbors, CQuest enables cooper-
ative scanning over the set of HP radios in a cluster through
coordination over the LP radio.

CQuest is designed around a simple distributed approach
that enables nodes to cooperate using only local knowledge
about their neighborhood and incurring minimal overhead.
Our simulation results show that such cooperation results
in a dramatic reduction in energy consumption, up to 50%
over an uncoordinated HP-based approach, without signif-
icantly giving up on the HP radio contacts. Additionally,



we show that this minimal reduction in contacts has lit-
tle or no impact on opportunistic routing and that CQuest
ultimately reduces the average communication latency. Ob-
viously, the integration of the HP radio results in higher
energy consumption than an LP-only solution. However, we
show that the improvement in communication is dramatic,
over 100% improvement in delivery ratio in our test scenar-
ios. To evaluate the feasibility of CQuest and gage the actual
amount of energy savings possible, we implemented CQuest
on a testbed of Android phones. Our evaluation shows that
CQuest can indeed enable long-range neighbor discovery on
commercial off-the-shelf hardware at a significantly reduced
energy cost.

The rest of this paper is as follows. Section 2 discusses
radio heterogeneity and clustering in wireless networks. In
Section 3, we present a detailed description of CQuest. Sec-
tion 4 presents our simulation-based performance evaluation
of CQuest in comparison to other cluster-agnostic schemes.
A prototype implementation of CQuest on a smartphone
testbed is described in Section 5. We conclude and outline
the direction of our future research in Section 6.

2. EXPLOITING RADIO HETEROGENEITY

Most mobile communication devices now come equipped
with multiple wireless interfaces (e.g., Bluetooth, Wi-Fi)
that significantly vary in terms of energy-efficiency and trans-
mission range. While both radios can be used for discovering
and communicating with nearby nodes, current approaches
only use the LP radio at the cost of significantly restricting
the reach of a node. Instead of forcing a choice between be-
tween the radios and trading energy for range or the other
way round, a middle ground can be found by taking a ap-
proach that coordinates the use of both radios, enabling
communication and saving energy [4, 13, 3] However, all
of these approaches restrict discovery to the range of the LP
radio, reducing the effective performance of mobile social
network applications.

A naive approach to discovering distant neighbors would
be to let each node in the network independently use their
HP radio for discovery. However, this approach is inefficient
because of a combination of two factors - clustering and
radio heterogeneity. The mobility of nodes in real life often
leads to the formation of temporary clusters [15, 7] where
members of a cluster can reach each other through a LP
radio. Because of the range disparity between HP and LP
radios, the nodes within an LLP neighborhood are very likely
to discover the same set of HP neighbors.

To better understand the extent of overlap, let us consider
a simple scenario consisting of two LP neighbors, A and B.
For simplicity, assume the LP and HP transmission ranges
are unit disks with radius r and R respectively. Assuming
that A and B are separated by the maximum distance r, the
intersection of their HP radio ranges is given by the following
expression:
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For typical transmission ranges of Wi-Fi and Bluetooth,
R = 100 m and r = 10 m respectively, the ratio of the
intersection area to the HP radio’s transmission range is
.936. Essentially, this means that for any node C which is
an HP neighbor of A, there is very high probability (more

Figure 1: Area of Common HP Neighbors

than 93%) that it will be an HP neighbor of B as well (see
Figure 2).

Given this redundancy, not all nodes in the network need
to discover HP neighbors at the same time. Instead, HP
discovery can be performed by a subset of nodes, which
then disseminate the resulting information to non-discovery
nodes. Since discovery is performed by scanning the wireless
channel, we call this the scanner set, S, at time t. To enable
high-probability discovery of HP neighbors, the nodes in the
scanner set should provide coverage of the union of the HP
neighborhoods of the cooperating nodes. Since solving such
a coverage problem is NP-Hard even in the best of condi-
tions, we consider probabilistic coverage, where two nodes
cover each other with high probability as long as they are
direct LP neighbors.

Given such probabilistic coverage, S; can provide coverage
of the given are as long as any node in the network is either
a scanner or has at least one LP neighbor that is a scanner.
Essentially, S; is a dominating set. To achieve maximum
energy savings, S; should be a minimal dominating set at
any given time. Additionally, to load balance energy con-
sumption, S; should change over time so that the load gets
distributed as evenly as possible.

However, finding and maintaining a dominating set in a
dynamic network with unpredictable mobility is very chal-
lenging and requires central coordination. Ensuring the min-
imality of the dominating set and achieving fairness makes
it all the more difficult. Additionally, the mobility in the
network can frequently compensate for inefficiencies in the
dominating set, eliminating the need for exact solutions. In
response, we next present CQuest, a collaborative protocol
that effectively leverages radio heterogeneity for performing
neighbor discovery over the high-power radio at significantly
reduced energy costs, which ultimately leads to more effec-
tive opportunistic communication.

3. CQUEST

The basic goal of CQuest is to enable efficient neighbor
discovery by leveraging the diverse characteristics of mul-
tiple radios. CQuest has three major components: scan-
ner set selection, which enables cooperative discovery of HP
neighbors at reduced energy costs, HP and LP scanning,
which provides the actual discovery of neighbors, and neigh-
bor maintenance, which enables nodes to exchange the re-
sults of HP scanning over the LP radio so that non-scanner
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Figure 2: Probability of a common HP neighbor

nodes can learn about their potential HP neighbors without
scanning themselves.

3.1 Scanner Set Selection

The main challenge for scanner set selection is providing
a light-weight distributed solution to probabilistic coverage
in a dynamic network. In a static network, S; can be de-
termined during network set up. However, in a network
with mobile nodes, S; needs to be updated periodically to
maintain coverage. Additionally, composition of S; needs
to change periodically to distribute the load of scanning.
Given these requirements, CQuest assumes a discrete-time
model, where time is divided into rounds of equal length
and S; is determined for each round. The exact definition
of a round in time units can be determined based on actual
network characteristics and is not tied to the functioning of
the protocol.

The goal of scanner selection in CQuest is to construct
St for each round, where S; is dominating for that round.
Due to the dynamic nature of mobile networks and need to
reduce control overhead, CQuest takes a purely local ap-
proach that enables each node to independently determine
whether or not it should be a member of S; based on simple
contention-based approach. The result is an approximation
of a dominating set that errs on the side of a small amount
of redundancy in S;.

In CQuest, each node determines its own membership in
S: by looking at its LP neighbors. Only if none of its LP
neighbors is in S, the node includes itself in the scanner set.
This type of approach is analogous to MAC-level contention
resolution in multi-hop wireless networks. In MAC proto-
cols, nodes use carrier sensing (physical, and sometimes vir-
tual) to see if any other node in the vicinity is transmitting.
If not, it proceeds to transmit. Otherwise, it waits for the
transmission to end. Similarly, the basic idea for scanner se-
lection in CQuest is that a node checks to see if any of its LP
neighbors is going to do a scan for HP neighbors in the next
round (i.e., is a member of Sy). If yes, the node does not
scan in the next round to reduce redundancy. Otherwise,
the node starts scanning in the next round.

To reduce the possibility of collisions or redundant scan-
ning, CQuest uses a contention phase at the end of each
scanning round. The contention phase is divided into con-
tention slots, where the number of slots is a configurable
protocol parameter called windowSize. At the beginning of
each contention phase, nodes randomly pick a slot between
0 and windowSize and broadcast a contention packet in
that slot over the LP radio. If a node receives a contention

packet before its own selected slot, the node decides that
is has “lost” that contention phase and one of its neighbors
is in S;. Otherwise, if a node does not get any contention
packet before its own selected slot comes up, it broadcasts
a contention packet itself and considers itself as the winner
of that contention phase and includes itself in S;.

Obviously, using this type of contention resolution may re-
sult in occasional collisions and multiple LP neighbors could
end up scanning in the same round. To reduce control over-
head and to maintain the completely distributed nature of
the protocol, CQuest does not require a minimal dominat-
ing set and allows “redundant” scanning. Similarly, CQuest
trades off simplicity and reduced control overhead for the
guarantee of coverage in the face of mobility. If a scanner
node leaves a cluster, there may be a period of time without
complete discovery coverage.

The final part of scanner selection is load balancing. If
the same set of nodes always scans, their energy will drain
quickly. Instead, the cost of HP discovery needs to be shared
across the LP cluster. To achieve fairness, CQuest attempts
to improve the chances of a node being a scanner in a round
if it was not selected in the previous round(s). While dif-
ferent techniques can be applied to achieve this objective,
CQuest uses an exponentially decreasing contention window
size. Initially, nodes start with a windowSize equal to maz-
window-size. Every time a node fails to win a contention
phase, it decreases the windowSize by reducing it by half,
until it reaches the min-window-size. On the other hand, if
the node wins a contention phase, it resets the windowSize
to maz-window-size.

3.2 HP and LP Scanning

After selection of the HP scanner set through coordination
over the LP radio, the next step is to scan for neighbors using
both of the radios.

In each round, scanners use their HP radios to discover
any node in their HP neighborhood and non-scanners turn
off their HP radios. The actual protocol used for scanning
and discovery is determined by the specific network envi-
ronment. In a synchronous network, the discovery protocol
can be as simple as using a beacon with a fixed period, and
so a round could be defined as some pre-defined number
of such periods. For asynchronous networks, existing asyn-
chronous neighbor discovery protocols (i.e., U-connect [8])
can be used.

The LP radio can run discovery process of its own any-
time except for during the contention phase. Again, the
exact method for discovery depends on the radio used (e.g.,
Zigbee,Bluetooth), application requirements, etc.

3.3 Maintenance and Exchange of Neighbor
Information

CQuest supports direct neighbor discovery (either LP or
HP) through beaconing, or indirectly through disseminated
neighbor information from other nodes. HP discovery bea-
cons include the IDs of all LP neighbors. Similarly, LP dis-
covery beacons include the IDs of all HP neighbors. Once a
node gets added to the neighbor database, subsequent dis-
coveries refresh that information. CQuest uses two thresh-
olds to determine the staleness of an entry based on the last
refresh time. If the time elapsed since the last refresh time is
more than freshness-threshold, the entry still remains in the
database but is not included as part of neighbor information
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Figure 3: Contention Phase

exchanged. On the other hand, if the time elapsed since the
entry was last refreshed exceeds expiration-threshold, the en-
try gets completely removed from the database. Obviously,
expiration-threshold > freshness-threshold.

4. EVALUATION

The goal of our evaluation is to two-fold. First, we evalu-
ate the effectiveness of CQuest in terms of energy consump-
tion and successful neighbor discovery. Second, we evaluate
the impact of the slightly reduced contact opportunities of
CQuest as compared to the uncoordinated HP approach by
using a common DTN routing protocol.

To evaluate CQuest, we consider three metrics. First, the
Number of Successful Discoveries captures the effec-
tiveness of a given discovery protocol. Second, False Pos-
itives captures the effect of indirect discovery, which can
lead to discovery of contact opportunities that do not exist.
False positives can happen for two reasons: stale informa-
tion, where a neighbor may have simply moved away, or
lack of overlap, which is caused by CQuest’s probabilistic
assumptions about coverage. Finally, the Total Energy
consumed during the use of each protocol determines its
ultimate efficiency. For the HP interface, we include the
energy consumed for on-to-off transitions, beacon transmis-
sions, beacon receptions, idle time spent during an active
slot, and also off-to-on transitions. For the LP interface,
we include the energy consumption of beacon transmissions
and receptions. We omit the idle energy consumption for
the LP radio, since the LP interface is on all of the time for
all protocols.

To see the effect of social mobility and the formation of
clusters, we use the community-based mobility model de-
scribed in [10], which captures user community structure
in an implicit way by quantifying the relationship between
the nodes of the network. Essentially, each node is associ-
ated with some set of nodes that belong to its community.
The weight of the edge connecting two nodes signifies the
strength of their social relationship. The simulation of this
model generates traces with characteristics similar to that of
real life traces obtained from Intel Research in Cambridge.
We vary the number of nodes from 40 to 100 to study how
CQuest performs in networks with different densities.

We compare the following schemes with CQuest:

LP: Nodes use only their LP radio to detect contacts. The
LP interface is always on and periodic beacons are broad-
cast to enable discovery. This is the most common single
radio approach used by most current mobile social network-
ing applications (e.g., [11, 12]). This approach uses the least
amount of energy and provides a baseline for the minimum
number of contacts discoverable.

HP: Nodes use asynchronous neighbor discovery over their
HP radios and keep their LP radios completely off. For our
evaluation, discovery was performed using U-Connect with
p=19.

LP-HP: Nodes use both radios for neighbor discovery in a
combination of LP and HP, but without any coordination-
ordination.

All protocols were implemented on the ns2 [1] simulator.
To simulate dual-radio nodes, we used the NS-MIRACLE
extension [5]. However, NS-MIRACLE does not support
Bluetooth. Hence, for the short-range radio, we use a radio
that has energy, transmission range, and bandwidth charac-
teristics similar to Bluetooth but is capable of broadcasting.
We discuss how CQuest can be adapted to work with a reg-
ular Bluetooth radio in Section 5. For all graphs, error bars
denote 95% confidence intervals.

Successful Detection of Contacts: For all node den-
sities, CQuest discovers significantly more contacts than the
LP scheme, with a minimum improvement of around 250%
(see Figure 4(a))). On the other hand, in comparison to
HP-LP and HP, even in the worst case, CQuest discovers
15%-20% fewer contacts, since it does not guarantee cover-
age.

Energy: We can see from Figure 4(b) that CQuest achieves
an energy savings of around 23% when node density is low-
est (discovery success rate of CQuest was only around 1%-
5% lower for the same density). As expected, the savings in-
creases with an increase in node density, and for 100 nodes,
the energy savings exceeds 50%.

False Positives: We calculated the number of such false
positives as a percentage of successful discoveries. For all
densities, the fraction of false positives remained very small
and almost constant in the interval 2%-2.5% (see Figure 4(c))).
This confirms that two LP neighboring nodes often share the
same HP neighborhood. We used the default speed from the
community-based model since that was shown to mimic real
world characteristics well. As future work, we would like to
evaluate how changing the speed affects this value.

Effectiveness of Discovered Contacts: The primary
motivation for enabling the discovery of more neighbors is to
enhance the performance of protocols that depend on oppor-
tunistic contacts. To evaluate the extent to which CQuest
achieves this goal, the contact traces from the simulation of
the different discovery schemes were given as an input to an
opportunistic routing protocol. To compare the impact of
different discovery schemes, we looked at Delivery ratio, the
percentage of total generated messages that eventually get
delivered.

For our simulations, we used the Opportunistic Network
Environment (ONE) simulator [2] and chose Spray and Wait [14]
as the routing protocol because of its resource friendliness.
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Figure 4: Comparison of different discovery schemes

One message was generated at a randomly selected node ev-
ery second and the destination for that message was also
chosen randomly. For all runs, the message size was varied
from 1 KB to 10 KB. Each data point is the average of 10
runs. Since we are interested only in seeing the impact of
contacts, the buffer size was set to a very large value (500
MB) so that performance of the protocols do not get affected
by buffer constraints.

Simulation Area 500m x 500m
Range of the HP radio 100 m
Range of the LP radio 10 m
beacon period of the LP radio 5 seconds
Protocol used for Wi-Fi Discovery | U-Connect (p=19)

. Table 1: Simulation Settings
Irrespective of number of nodes in the scenario, schemes

that use the HP radio (i.e., HP, LP-HP, CQuest) deliver
many more messages than LP (more than a 100% improve-
ment in delivery ratio for all densities) (see Figure 5). How-
ever, more important to evaluate is the performance of CQuest
in comparison to HP and HP-LP, since, as we have seen ear-
lier CQuest fails to detect some contact opportunities since,
unlike those schemes, all nodes are not scanning all of the
time. The delivery ratio indicates the significance of those
missed contacts. As we can see, although CQuest discovered
fewer contacts than HP and LP-HP, its delivery probability
is almost as good as the two protocols. This means that the
contacts missed by CQuest were probably too short to be
taken advantage of anyway.

5. IMPLEMENTATION

To evaluate performance in a real setting, CQuest was
implemented on a testbed of 15 Google G1 and G2 Developer
phones running a modified version of CyanogenMod 6.0
which supports Android 2.2. The biggest challenge of the
implementation was adapting CQuest to the non-broadcast
medium of Bluetooth.

The original design of CQuest assumed a broadcast capa-
ble LP radio to support the contention phase. To work with
Bluetooth, the contention phase was modified from implicit
coordination via broadcast to explicit coordination via di-
rectly exchanged messages. Specifically, with a broadcast
medium, nodes receive messages and act on the informa-
tion they contain without any further communication re-
quired. However, Bluetooth requires that a connection be

!See http://www.cyanogenmod.com/

established between two nodes to exchange messages, mak-
ing the communication explicit. To solve this problem in
the Bluetooth implementation using unicast connections,
CQuest was modified so that the scanner for any round i,
denoted scanner;, becomes responsible for running the con-
tention phase for round i+1. First, at the beginning of round
i, scanner; performs Bluetooth device discovery to find all
nodes in its Bluetooth neighborhood that run the CQuest
protocol. Then, at the beginning of the contention phase,
each node selects a slot value for itself as described before.
However, no contention packet gets sent based on the cho-
sen value. Instead, scanner;, based on the list of Bluetooth
neighbors it has acquired earlier in the round, connects di-
rectly to each member of that list one by one and asks each
neighbor what value it has chosen. Then, after querying
all neighbors, scanner; determines who the scanner will be
for round 7 + 1 (in case of a tie, it chooses randomly) and
contacts that node directly to inform it that it should per-
form scanning for the next round. If the Bluetooth cluster
is multi-hop, it becomes all the more difficult to execute the
contention phase successfully.

CQuest had to be further modified to deal with the scan-
ner leaving its cluster because, unlike the original protocol,
a contention phase over Bluetooth cannot take place in the
absence of a scanner. To handle this issue, each node keeps
a timer based on the expected interval between contention
phases, and the time by which it can expect to be contacted
if there was a scanner nearby. When that timer expires,
nodes probabilistically decide to “run” the contention phase
themselves after a randomly chosen period, unless any other
scanner contacts it before then.

Since our main goal is energy-efficiency, we evaluated whether

CQuest can enable the phones to coordinate and use less
energy. For this experiment, we used a static cluster and
varied the size of the cluster size from 1 to 7. The cluster
was a clique (i.e., all phones were in Bluetooth range of each
other). If the nodes coordinate successfully, for an n-node
clique, each node should spend only % of the energy it spends
when it scans by itself. For measuring energy savings, we
looked at how long it took on average for the battery levels
of the phones to decrease from 75% to 50%. The protocol
used for Wi-Fi discovery was U-Connect with p = 7. In our
experiments, the phones were able to successfully coordinate
and the average time to go from 75% to 50% grew almost
linearly with an increase in cluster size (see Figure 6). Also,
as a base case comparison, we show the time it takes for
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a similar change in battery level when the phones perform
Wi-Fi discovery without any cooperation.

6. CONCLUSION & FUTURE WORK

In this paper, we present CQuest, a new coordinated neigh-
bor discovery protocol that addresses the problem of neigh-
bor discovery in opportunistic networks by leveraging the
clustering of nodes and the presence of radio heterogeneity.
Extensive simulation results show that CQuest discovers al-
most the same number of contacts as a regular Wi-Fi discov-
ery protocol, while reducing the energy cost drastically. In-
terestingly, the loss of these contacts had little or no impact
on a common DTN routing protocol. However, neighbor dis-
covery is only the first step towards efficient proximity-based
peer-to-peer communication. As future work, we would like
to take the next step which is integration of neighbor dis-
covery with data transmission.
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