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ABSTRACT
Research in social science has shown that mobile phone conversations distract users, presenting a significant impact to pedestrian safety; for example, a mobile phone user deep in conversation while crossing a street is generally more at risk than other pedestrians not engaged in such behavior.

We propose WalkSafe, an Android smartphone application that aids people that walk and talk, improving the safety of pedestrian mobile phone users. WalkSafe uses the back camera of the mobile phone to detect vehicles approaching the user, alerting the user of a potentially unsafe situation; more specifically WalkSafe i) uses machine learning algorithms implemented on the phone to detect the front views and back views of moving vehicles and ii) exploits phone APIs to save energy by running the vehicle detection algorithm only during active calls. We present our initial design, implementation and evaluation of the WalkSafe App that is capable of real-time detection of the front and back views of cars, indicating cars are approaching or moving away from the user, respectively. WalkSafe is implemented on Android phones and alerts the user of unsafe conditions using sound and vibration from the phone. WalkSafe is available on Android Market.

Categories and Subject Descriptors
C.3 [Special-Purpose and Application-Based Systems]: Real-time embedded systems

General Terms
Algorithms, Design, Experimentation, Measurement, Performance
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1. INTRODUCTION
Traffic accidents are a major public issue worldwide. In United States alone pedestrian fatalities account for 12% of all roadway deaths - 4092 in 2009 [7]. According to traffic safety statistics, car accidents that include pedestrians occur most frequently in urban areas where pedestrian activity and traffic volumes are much greater in comparison to rural areas. In terms of the location of accidents on roads, 65% of all crashes that involve pedestrians occur at non-intersections. Speeding, alcohol impairment and distraction are the main contributing factors in car crashes that involve pedestrian [11]. In most cases, drivers and pedestrians are equally responsible for accidents that occur.

The intuition that talking while walking across a road is dangerous is backed up by a large set of recent studies. A research trend is focusing on the influence of mobile phones on pedestrian safety because of the wide usage of phones as people move around during daily life. One early study on pedestrians crossing streets shows that mobile phone users exhibited more unsafe behavior than other pedestrians: that is, distracted walkers adopt less cautionary behavior (e.g., looking left and right, waiting for a walk signal) before crossing streets in comparison to non-distracted pedestrians [8, 10]. Experiments in a controlled virtual reality environment also reveal that when conversing on the phone pedestrians are less likely to recognize safe opportunities to cross the road [12].

A number of recent research projects demonstrate that wireless sensor network can enhance pedestrian safety, mostly focusing on intelligent transportation systems that help drivers to be aware of potentially unsafe conditions [2, 5, 6]; for example, communicating the location between pedestrians and vehicles using Dedicated Short Range Communications signals, helping vehicle drivers spot nearby pedestrians. In addition, lane, vehicle, and pedestrian detection technologies are used in auto-driven vehicles (e.g., Google cars) to enhance the safety of vehicles. However, to the best of our knowledge, our work is the first car detection classification...
and warning system implemented directly on off-the-shelf resource-limited mobile phone.

Existing works on intelligent transportation systems typically use sensors fixed on the vehicles to sense the surrounding environment and communicate information between pedestrians and vehicles; unfortunately such devices are still not ubiquitously available in the real world – and it is likely to be sometime before they are available because of cost and demands of scale. We take a different approach from these fixed infrastructure approaches and propose WalkSafe, a system that make pedestrians more aware of their surroundings while walking and talking by exploiting mobile sensors that are widely available, namely, smartphone cameras and accelerometers. Smartphones equipped with sensors [9] (e.g., accelerometer, gyroscope, GPS and camera) are becoming cheaper and more widespread, thus, we argue that smartphones are the perfect “sensor” carried by people that can be exploited to avoid road accidents by notifying users of any incoming cars during phone calls. However, sensing using smartphones presents several challenges; for example, a person lifting the phone produces noise in the accelerometer readings that must be filtered out before being able to use the accelerometer for pedestrians activity recognition. Similarly, if phone’s camera is used for pedestrian safety, variance in light conditions, orientation of the phone with respect to cars and blurred video frames due to mobility make the use of the camera as a sensor to detect cars very challenging.

These challenges are barriers to implementing a robust car detection algorithms on the phone that can work under real-world conditions. A number of design decisions underpin the design of WalkSafe to seamlessly enhance pedestrians safety: i) WalkSafe should be immediately usable with minimum user dependency as possible; ii) WalkSafe should rely on the mobile phone as much as possible without the need for external resources; iii) WalkSafe should capable of fast real-time detection of cars at distance (e.g., 50 meters) in order to inform the user in a timely manner (e.g., a user has about 4 seconds to react to a car at 50 meters traveling at 30 mph) – the faster the detection system works the better for the user; and finally, iv) WalkSafe should preserve the phone user experience (e.g., it should not impact the performance of the phone or other applications).

In this paper, we present the design, implementation and evaluation of WalkSafe, the first system vehicle detection and pedestrian alert system for mobile phones. Typically, when a mobile user is speaking on the phone, the phone blocks the user’s side view (either on the right or left side depending on which ear the user is using) while crossing the road. WalkSafe protects pedestrians distracted by phone conversations while crossing streets by using the phone’s back camera to detect incoming vehicles, alerting the user via sound notifications and vibrations. The WalkSafe system uses the AdaBoost machine learning technique to train (offline) a car front view and rear view detection model, which is uploaded to the phone when the application is installed for real-time online classification (i.e., the detection of approaching cars). To improve the detection rate performance, WalkSafe preprocesses captured images to remove artifacts due to light conditions and phone orientation – WalkSafe solves these challenging environmental, user mobility and phone orientation issues in a robust manner. Finally, WalkSafe uses the Android APIs to trigger vehicle detection only when there are ongoing phone calls, thus saving battery lifetime, memory and computational resources.

The paper is organized as follows. Section 2 details design of WalkSafe. Section 3 discusses the evaluation of the WalkSafe prototype application. We discuss related work in Section 4 and present some concluding remarks on future work in Section 5.

2. WALKSAFE DESIGN

The core WalkSafe car detection technology is based on image recognition algorithms. Image recognition is a computational intensive process that, if not carefully designed, can easily drain the computational resources and batteries of smartphones. To address this, WalkSafe bases its vehicle recognition process on a model that is first trained offline and then uploaded and used for the online vehicle recognition, as shown in Fig. 1. To build a effective vehicle recognition model, we prepare a dataset containing positive images (i.e., images that show the rear or frontal view of cars) and negative images (i.e., images that show side views of cars or random urban environments). Both sets of images are (i) preprocessed to normalize their features, for example, to normalize the brightness level and image size; then (ii) input to an algorithm that extracts characterizing features called “Haar-like features” [19] and then (iii) used to build a decision tree able to determine if a picture contains a front or rear view of a car. The resulting decision tree is then used by the WalkSafe application running on smartphones, running the online vehicle recognition in real-time.

The online vehicle recognition runs automatically whenever there is an ongoing phone call. WalkSafe activates the smartphone’s camera and captures a picture of the surroundings. The picture is preprocessed to compensate for the phone tilt and illumination variations, and is then analyzed by the decision tree model built during the offline training phase, as discussed above. If the decision tree detects a car in the picture, it triggers an alert to warn the user of possible danger. In the following, we present a detailed discussion of the various steps of both the offline training and the online vehicle recognition on the phone.

Figure 1: WalkSafe architecture. The vehicle recognition model is trained offline and then deployed on smartphones.
2.1 Offline training

The offline training process is given a dataset of positive and negative image matches and builds a mathematical model that can be used to recognize positive matches online on the phone. Our offline training comprises four steps: (i) dataset building; (ii) training image preprocess – preprocessing the dataset to remove macroscopic heterogeneity between samples (such as, image size) and to artificially generate more samples; (iii) feature extraction from the images; and finally (iv) build the classification tree based on the features extracted. In what follows, we discuss each step in more detail.

The dataset building step is a fundamental step to building a good classifier; the number and quality of the training samples in the dataset has a great impact on the accuracy of the resulting classifier. In order to collect as many good quality positive training samples, we use the MIT CBCL car dataset, which contains 516 car front and rear view of cars, and the Caltech Cars dataset, which includes 526 images of rear view cars, for a total of 1032 positive samples [15, 3]. The images in the two datasets are shot by different cameras and their quality is different from the image quality shot when using the Google Nexus One camera. To address this issue, we preprocess the training images collected from the two dataset to resize them to the same resolution as the Google Nexus One phone camera. The negative training samples are fetched from Google Street View from around Hanover area. We use 3023 background images, which are selected to form the negative training set, containing no cars or only side view of cars.

The training image preprocess normalizes macroscopic characteristics of images (such as, image size and car position) and artificially generates additional image samples to improve the final classifier. We crop car regions from car image samples to leave as little background as possible in the positive samples and resize all images to 80x80 pixels. The cropped images are then transformed into gray scale images to reduce the impact of the colors of different cars. We normalized the gray scale intensity of each training images by the average intensity of the whole image dataset in order to equalize the light invariance of each training samples. The accuracy of the classifier is also affected by the alignment of the training dataset, thus, to minimize its impact, we aligned the cars in the training images to the bottom of cars. The width of the tires in each image are normalized to 65 pixels. Fig. 2 shows examples of positive training samples after preprocessing. To increase the robustness of the classifier, we expand the positive samples dataset by applying several image transformations. To make the classifier more robust in terms of light conditions and slightly different angles of the view of the cars, we apply 50 different gray scale intensity modifications (to reflect different light conditions experienced) and 0.1 degree distortion in x and y directions on each car image, thus, increasing the number of positive training images to 7000 samples with different light condition and slightly different view angle. The negative images are cropped from large size background images and transformed to gray scale. Some negative training images are shown in Fig. 3.

Finally, we use the Haar feature-based cascade classifier driven by the AdaBoost algorithm to build the car detection model. We use the OpenCV computer vision library to implement WalkSafe. The classifier building algorithm uses the positive and negative samples. We build a classifier that consists of several simpler classifiers (stages) based on Haar-like features. Haar-like features are a well-known technique that make feature extraction from images computationally easy. Haar-like features consider adjacent rectangular regions in a detection window, sum up the pixel intensities in these regions and calculates the difference between them – the resulting value is an Haar-like feature. The classifiers at every stage of the cascade pipeline are complex themselves being built out of basic classifiers, which “vote” on the classification of the same sample. The votes are weighted according to the Gentle AdaBoost algorithm, which is known to work well for this kind of applications [1, 19]. We train the cascade classifier on 20 stages. In each stage, a weak classifier is trained, in which a 0.999 hit rate and 0.5 false alarm rate are preserved. More specifically, we use a single layer of decision trees as the weak classifier in each stage. We use two kinds of decision trees as the weak classifier: one is the stump decision tree, which is a tree that has only one split node, and the other is Classification And Regression Tree (CART) with two split nodes. The accuracy of the two cascade classifiers are evaluated in the evaluation section, discussed later in the paper.

2.2 Online detection

The online car detection, which runs on the Android smartphone, comprises four steps: (i) image capture, (ii) image preprocess, (iii) car detection and (iv) alert dispatching. During the image capture step, WalkSafe captures a single image using the back facing camera on the smartphone.
Image capture is a CPU and I/O intensive activity, potentially impacting the phone’s performance and battery lifetime. A possible solution is to delegate image processing to the cloud. However, this approach introduces high latency mainly because of limited cellular bandwidth. Such an approach to offload classification to the cloud will become more feasible as higher throughput becomes available. In our current version, WalkSafe triggers image capture on the phone only during active phone calls; that is, when it is actually needed, running the image processing algorithm locally on the phone. The car detection model built during the offline training phase can only recognize if an image represents a car and has little tolerance to background. To resolve this limitation, the captured image is subdivided using a scrolling window that moves by 3 pixels each time. Moreover, WalkSafe uses scrolling windows of different sizes, which allow the application to detect cars regardless of their apparent size. Each region of interest defined by scrolling windows is then preprocessed and checked by the learned classifier.

The image preprocessing step improves the classifier performance. WalkSafe uses the accelerometer sensor data to estimate the orientation of the mobile phone, and aligns the test image according to the direction of gravity. Hence, the bottom of the cars are parallel to the bottom of test images. This allows WalkSafe to correctly detect cars even if the mobile phone is arbitrarily rotated, which is the typical case when users speak on the phone – people hold the phone at different orientations and the WalkSafe system is to be adaptive to this real-world behavior. In addition, WalkSafe also performs gray scale intensity normalization of each test image to eliminate the illumination difference between the test image and the images of the training dataset. The advantage of using a classifier based on Haar-like features, is that it can be easily scaled to detect objects of interest in sub-regions of the test images without resizing the image itself – which, is more efficient than resizing the image itself. Thus, WalkSafe repeatedly scans the captured image analyzing windows of different sizes in different places.

After preprocessing, the test images are input to the car detection step, which uses the classification model built during the offline training. The classifier is designed to run in real time, as it can refuse the negative images very quick if the test image can not pass a stage. Only if a region of interest passes all stages does WalkSafe define that region as a car and then proceeds to dispatch a notification to the user. In the current implementation the user alert is a vibration, which notifies the user about the incoming car.

3. WALKSAFE EVALUATION

In this section, we discuss initial results from the evaluation of the car detection model and the WalkSafe prototype. A near full version of the WalkSafe App can be downloaded from the Market. We implemented WalkSafe application for Android 2.3.4 operating system and tested it on Google Nexus One, which is equipped with 1 GHz Qualcomm Snapdragon QSD8250 CPU, has 512 MiB RAM memory, an accelerometer (which WalkSafe uses to rotate images) and a back facing camera capable of video capture at 20 frames per second with 720x480 pixel resolution. The WalkSafe prototype is implemented in Java and leverages the OpenCV (Open Source Computer Vision) library for computer vision algorithms [1]. In what follows, we describe the performance of two Haar cascade car detection models with different training parameters. We also report the accuracy of the WalkSafe prototype used in a real world evaluation, as well as system performance bench marks for computation time, CPU and memory usage and battery consumption.

To evaluate the performance of our car detection models, we select 48 cropped car front view and rear view images and 300 different Google Street View images from the training dataset, and generated 216 testing images with car location annotated in the images. Two Haar cascade car detection models are trained by Gentle AdaBoost algorithm as discussed earlier. One car detection model is trained using a simple tree stump in each weak classifier, while the other model is trained using the CART decision tree with two splits in each weak classifier. We train the Haar cascade car detection model using 20x20 positive pattern size. 0.999 hit rate and 0.5 false positive rate are set in each weak classifier training phase. We apply the two car detection models to the same test dataset. The ROC curves for each of two models are shown in Fig. 5. The ROC curves shows the Haar cascade car detection model which consists of tree stumps as weak classifier performs better than the one that consists of two-split CART decision trees. Therefore, we choose the car detection model with simple tree stumps as each weak classifier in the WalkSafe prototype. The first four features selected by the Gentle AdaBoost algorithms are shown in Fig. 4. As we can see from the figure the car front view and rear view training images, the bumper part of the car is selected as the most discriminative feature. The right tire and the left tire are selected as the second and third discriminative features, follow by the headlights and backlights.

To evaluate the practical viability of WalkSafe, we carried out a number of real world experiments: 30-minute car detection experiments were performed from 13:00 to 17:00 hours at five different locations in Hanover, NH. The mobile phone was held by a pedestrian standing at the side of the street. We recorded the video captured by a Nexus One phone, and counted the number of cars that appeared in the video as ground truth. We compared the ground truth to the number of cars detected by the WalkSafe prototype. The average results are shown in Table 1. From the experiments, we also measure the approximately maximum detection distance. WalkSafe was able to detect cars 50 meters away from the pedestrians. Fig. 6 and 7 show some true positive and false positive detections. A small portion of false positive results are the side view of the vehicles. However, the false positive rate is very low in the real world experiments (as it is shown in Table 1) so that the normal user experience can
be preserved when pedestrian phone users are walking along the street on the sidewalk. The high rate of correctly detect cars makes us confident that WalkSafe is a very promising solution, indicating that WalkSafe is a workable, practical and robust approach to detecting on coming cars under real-world conditions (e.g., with different cars, users, user phone orientation, user mobility and light conditions).

We also evaluated the system performance of WalkSafe. The Nexus One’s rear camera is capable of capturing up to 20 frames per second (FPS). WalkSafe uses approximately 140 milliseconds to infer the car position in one frame, which means that WalkSafe is capable of processing about 8 FPS. In our real world experiments, WalkSafe detects most of the cars coming towards the pedestrians. However, under certain scenarios WalkSafe only detected cars when they were very close to the pedestrians, limiting the time for the pedestrians to react safely. Improvements about this aspect can be expected by leveraging faster phone processors and additional quicker inference pipelines, that we are studying as part of our future work.

WalkSafe is quite lightweight in terms of RAM usage on Nexus One requiring only 3.95 MB. However, the WalkSafe prototype demands high computational resources taking up to 12% of CPU usage. After running WalkSafe for 5 hours on the Nexus One, the battery level dropped to 15% after a full charge. However, it should be noted that in a real world usage, WalkSafe is only activated during phone calls, thus, alleviating the energy drain issue.

## 4. RELATED WORK

There is a growing interest in using smartphones, short-range communication systems and computer vision techniques for pedestrian safety. In what follows, we discuss the related work. There are several commercial products, (e.g., “Text and Walk” and “Walk ’n Email”) that leverage the smartphone’s back facing camera to let users write SMS and e-mails while walking safely by displaying the road ahead as application background. However, [14] shows that these applications can help, but people are overloaded and therefore somewhat limited in concurrent multitasks processing, thus, users may not be aware of dangers even if they are displayed as application background. In [4], the authors discuss the response time for smartphone applications that warn users of collision risks, analyzing approaches based on a centralized server and on ad-hoc communication connections between cars and pedestrians. The Oki Electric company has developed a Dedicated Short Range Communication (DSRC) interface for mobile phones that allows drivers to notify nearby vehicles and pedestrians of their location from the embedded GPS [13]. It should be noted that these approach depend on cooperation of vehicles, network availability and specialized hardware, thus, making a large scale deployment difficult, costly, and perhaps, unlikely. In [5], the authors present a survey of recent research car and pedestrian detection techniques used by a number of systems — however, none applied to the smartphone scenario addressed by WalkSafe. Car and pedestrian detection systems can rely on a wide range of sensors (e.g., visible light imaging, infrared imaging, time of flight sensors, RADARs, LASER scanners), video cues (e.g., shape, motion, depth) and classifiers (e.g., AdaBoost, neural networks, cascade of classifiers). In [18], the authors describe a car detection system based on Haar features that exploits the on-board cameras available in some cars. [16] describes a complete framework based on Haar features, enhanced by a tracking algorithm, to continuously track vehicles. This system performs very well, but it is implemented using on board car cameras and relies on external hardware support, which is ill-fitting to resource-constrained smartphones. [17] is a project that aims at improving the safety of bikers by de-

---

**Table 1: 30-minute WalkSafe car detection experiments in real world**

<table>
<thead>
<tr>
<th>Coming car direction</th>
<th>Front view</th>
<th>Rear view</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of cars detected</td>
<td>84</td>
<td>57</td>
</tr>
<tr>
<td>Number of cars missed</td>
<td>25</td>
<td>18</td>
</tr>
<tr>
<td>True positive rate</td>
<td>77%</td>
<td>76%</td>
</tr>
<tr>
<td>Number of false positive</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Maximum detection distance</td>
<td>50 meters</td>
<td></td>
</tr>
</tbody>
</table>
tecting approaching cars using computer vision algorithms on a dedicated hardware platform.

5. CONCLUSION

In this paper, we have presented the design and initial prototyping and evaluation of the WalkSafe App for people that walk and talk and cross roads. WalkSafe operates at the intersection of vision, learning and mobile computing—solving a number of real-world problems presented by the mobility of the user, phone orientation, different lightening conditions and implementation on a resource limited phone. To the best of our knowledge WalkSafe is the first smartphone app that uses the camera and accelerometer sensors and classification pipeline to alert users of unsafe cars approaching them. WalkSafe is available on Android Market.

Our future work includes three main directions. First, we plan to extend the training dataset, improving the vehicle detection model and reduce energy consumption. We aim to increase the type of vehicles that WalkSafe can detect including buses, trucks, push bikes and motor bikes. We also aim to study car detection at night, which represents the most dangerous period of the day for pedestrians (i.e., 47% of the fatalities [11] occur between the hours of 18:00 and midnight in the U.S.A). Our efforts to enhance the vehicle detection model is twofold: speeding up the recognition algorithm and adding support for continuous tracking. To speed up the recognition algorithm, we will limit the vehicle search for a specific frame in areas surrounding vehicles detected in the previous frame. Reducing the time to process a frame will make it easier to implement continuous tracking, allowing us to distinguish between moving vehicles and parked ones. As the processing capability of phones increases the real-time performance of WalkSafe will also benefit. Finally, we plan integrate activity classification that exploits the accelerometer on the phone to automatically disable WalkSafe when the user is not walking.
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1The current version of WalkSafe available on the Android Market does not run as background service because Android has currently little support for non GUI applications, such as WalkSafe that access the phone’s camera; thus, the fully functional app can only correctly run on a customized Android version. We are addressing this issue and plan to publish WalkSafe as a background service in the near future. The version of WalkSafe on the Market is almost fully functional in terms demonstrating the core technology of real-time car detection using sensor data from the camera and accelerometer, as discussed in this paper. It can be downloaded from https://market.android.com/details?id=edu.dartmouth.cs.walksafe.